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et of all subsets of (2
A€ F - are called events,
p() - function Q — R™ .
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denotes compactness of A

Let p(-) be a function: Q — Rt  (probability measure)
0
0 forall A e F

c) p(U,4) =) .p(A;) forany A;,A; € F

- ANAj=@ if i#]

If p(2) = 1 than p() is called probability
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Advanced statistical methods and Bayesian inference in scientific research Lecture 2

Interpretations

4 Physical approach
Physical (objective, frequency) probabilities, are associated with random
physical systems like rolling dice and radioactive atoms. In such systems,
a given type of event tends to occur at a given relative frequency, in a long
run of trials. Physical probabilities are suppose to explain these stable
frequencies.

4 Bayesian approach
Bayesian (evidential) probability can be assigned to any statement even
when no random process 1s involved, as a way to represent its subjective
plausibility, or the degree to which the statement 1s supported by the
available evidence. On most accounts, evidential probabilities are
considered to be degrees of belief.
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A random variable X 1s a measurable function

¥

-

X: Q=¢

from a sample space 2 to a measurable space £.

The probability that X takes on a value in A C £ reads

P(XeA)=Pwe | X(w)eA

e
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occurrence of physical processes (catalogs)

4 time evolution of physical system (stochastic process)
4 spatial under-sampling (e.g. Geo-statistics)
'approximate theoretical predictions

4 missing information on a system
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Discrete and continuous probability of random variables

Let consider a random variable X with real scalar values.

If values of X form a discrete set (countable) X is called discrete random value and
corresponding probability distribution p(x) is discrete-domain function. Classically such
pdf 1s represented by finite bin-width histograms.

If X can take continuous values X 1is called continuous random value. In such a case
probability distribution p(x) is continuous function and cannot directly be described by
“histograms’ since probability of X taking given value X, is strictly speaking zero (it is a
set of measure zero).

Both situation can however be describe uniformly introducing cumulative distribution
function (cpd):

Fx(zr) = P(X <)
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than any probability that, e.g

can be represented as

- Pla< X <b) = /p(:z:)dx
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4 electric charge
but can also take more complex values:

4 wind direction
* location/position

4+ velocity
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out all but one component of X

pi(zi) = / p(x) dx

T

4 2-dimensional by integrating out all but two components of X

-

Pl Zin®y) = / p(x) dx
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1

p(z) — 7 p(z)

If X depends on set of parameters S then

-

P(z) = 75 f(x:S5)
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Describing pdf

Full pdf brings all available information on given random variable X we have
in hand. However, sometime it is more useful to characterize p(z) by a finite
set of numbers rather than use the full pdf.

The most popular approach is to use moments of p(x)

M, = / z"p(z)dz

or central moments

fon, = / (x —x*")"p(z)dz

Such description we shall call a point-like method.
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Warning:

Mode estimator x™ is very sensitive to presence of outliers, or other noise in

- p(2)!
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'ﬁ:t observe
E(X;) = X; = /%Pz(fb’z) dz;

where p;(-) is marginal distribution
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4 power average: F,,(X)

|
—
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4 f - mean;:

-
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if p( )is continuous

7ep(fb’) dr = 71)(56) dz

This 1s the very robust estimator !
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nsion - covariance matrix

e — / / (; — 28" (2 — 227 p(x) dz

and correlation matrix

¥ Tij
Tij ) 2 2
EIRVAEY
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Mean

Median Median Median
Mode
] Mean-: | — Mode
. :
I I
I
I
I 1
I 1
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I 1
: :
Positive Symmetrical Negative
Skew Distribution Skew

(after Wikipedia)
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Higher order moments - kurtosis

Kurtosis 1s a measure of the how long 1s the “tail” of the probability
distribution of a random variable.

1
o4 = F/(a;—xawylp(az)da:

More exactly only data which are “outside the region of x**"”” contribute
significantly to kurtosis. This means that kurtosis 1s a measures of an
existence of outliers only;

It 1s bounded

oy > o*(yi + 1)
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be constants. Let define new random variable

N
Y = Zaszz
1=0

hen

oy (t) = ox (a1t)ox,(ast) ... oxy(ant)
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X . and gby (t)

Than, X and Y are independent if and only if

dx.v(s,t) = ox(s)oy(?)

-
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xample

et random variable X i1s Gaussian one. Then

dx(t) = exp (i,ut — %a2t2)

BIX| = [aple)ds = it | Sox(0)] =

t=0

F K m




Quantiles

Quantiles are cut points dividing the range of a probability distribution 1nto
continuous intervals with equal probabilities (Wikipedia)

The quantile function 1s one way of prescribing a probability distribution,
and 1t 1s an alternative to the probability density function (pdf) or probability
mass function, the cumulative distribution function (cdf) and the
characteristic function (Wikipedia).
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~ See you next week ...
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